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* Our model outperforms alternative weakly-
supervised methods (BBTP) by a large
margin and even outperforms supervised
methods (PCNet-M) when the amount of

occlusion is large.

Contributions

* We formulate amodal instance segmentation as
an out-of-task and out-of-distribution
generalization problem with a Bayesian generative
model.
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* To the best of our knowledge, our model is first to
generalize to previously unseen occluders for

. * Qualitative Results are shown with known (left) and unknown (right) object center.
amodal segmentation.




